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Abstract

Automated planning and scheduling, including au-

tomated path planning, has been integrated with an

Internet-based distributed operations system for plan-

etary rover operations. The resulting prototype sys-

tem enables faster generation of valid rover command

sequences by a distributed planetary rover operations

team. The Web Interface for Telescience (WITS) pro-
vides Internet-based distributed collaboration, the Au-

tomated Scheduling and Planning ENvironment (AS-

PEN) provides automated planning and scheduling,

and an automated path planner provides path plan-

ning. The system was demonstrated on the Rocky7
research rover at JPL.

1 Introduction

Planetary mission operations consists of receiving

downlink data, processing the data, generating the

next command sequence, and then.uplinking the se-

quence to the spacecraft. In past missions, this pro-

cess for generating each command sequence could take

days or weeks and require numerous operations per-

sonnel. The highly successful 1997 Mars Pathfinder
mission was able to reduce the time for generating a

command sequence to the Sojourner rover to about 12

hours. New distributed operations, automated plan-

ning and scheduling, and automated path planning

technologies described in this paper are being devel-

oped to reduce this operations planning time further
for future Mars rover missions.

For the Pathfinder Sojourner rover daily mission

operations, the engineering team determined the state
of the rover and provided it to the science team. The

science team, co-located at JPL with the engineer-

ing team, then collaborated to specify a high-level

science plan consisting of a list of science activities

which the)" wanted to have included in the next up-

link rover command sequence. This list of science ac-
tivities included science activity parameters and lo-

cations, but the trade-offs for including the activities

versus engineering constraints were not known. The

high-level science plan was given to the engineering
team, which had the responsibility for generating the

low-level command sequence that satisfied the science

plan as well as possible while considering operations
constraints, resource constraints, and hardware con-

straints for the rover. The process of generating the

command sequence was largely manual relying on the

significant skills of the operations personnel. If there

was time after the engineering team produced a se-

quence, then the science team reviewed it in order to

verify that desired science activities were included in

the final sequence, and iterated with the engineering
team until a sequence was generated which satisfied

both science and engineering constraints. The engi-

neering team was usually able to accommodate most
of the science objectives, but usually there was not

enough time for iterations on the sequence with the
science team.

Since the Pathfinder mission was relatively short, a

few months long, the science team could be co-located

with the engineering team at .IPL. Also, the operations
team members were able to work very long hours co-

incident with Mars daily cycles -- meaning that they

might work 12, and often more, hours in a day starting
in the middle of the Earth night.

Future Mars rover missions, i.e., in 2001, 2003, and

2005, will be more challenging by being longer, with

missions lasting up to a year or longer, with more so-

phisticated rovers and increased numbers of science

instruments, and with more constrained communica-

tions opportunities. New technologies need to be pro-
vided for mission operations to maximize mission sci-

ence return while minimizing operations costs and pro-

viding a reasonable working environment for the oper-

ations personnel for the long duration of the missions.

This paper describes the results of recent work to
integrate Interm't-l>ased <listributed operations with

automated resource analysis and scheduling of activ-
ities to enable im'r,'aLsed scienco return at lower cost
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the distributed Ol,'ratiorls team and gent,rates a valid

c<)mtnand set'lllellVO which ¢'all t)o sent t,o a rover. The

integrated system was used to command the Rocky7

research rover [1] at .IPL.

The integrated prototypr system of this paper has
many of the basic features needed in future planetary

rover mission operations. Distributed operations en-

ables full participation by scientists from their home

institutions, as well as collaborative planning by the

science and engineering teams. Automated resource

analysis and scheduling enables the science team to

perform tradc-offs on science objectives and generate

a sequence which they have confidence is likely to be
achievable within mission resource constraints, before

handing it off to the engineering team. Automated

path planning is needed by the resource analysis sys-
tem to determine traverse costs between science tar-

gets. Also, it enables the science team to generate

initial approximate paths without relying on a plan-

ning iteration with the engineering team who have the

skill to do it manually. Mission planning time will be

reduced by having automated, fast, constraints check-

ing and valid sequence generation. The number of

necessary iterations between the science and engineer-

ing teams will decrease by providing more operations

constraints checking capability to the science team via
the automated scheduler and path planner. The ex-

pertise of individuals in the operations team will still

be required to generate and validate a final safe com-

mand sequence, but the sequence that they get from
the science team will be much more complete and vi-

able.

2 System Architecture

The system architecture is shown in Figure 1. The

architecture is a simplified diagram of planetary rover

mission operations which describes the interaction of

the technologies of this paper. The Downlink sys-
tent receives downlink data from the rover and the

Data Processing system processes the data and puts

both the raw data and data products, such as im-

ages and range maps, into the Database. Distributed

Sequence Generation provides collaborative sequence

generation bv the geographically distributed science

and engineering teams and is performed here by the
Web Interface for Telescience (WITS), described be-
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Figure 1: Operations System Architecture

low in Section 3. WITS provides distributed visual-

ization and activity specification. The Internet-based
WITS client communicates with a server system at

JPL which includes other elements of the architec-

ture. The Automated Planning and Scheduling sys-

tem receives sequences and performs resource analysis

on them and generates output sequences which are
valid within modeled operations constraints. The Au-

tomated Scheduling and Planning ENvironment (AS-

PEN), described in Section 4, was used as the Auto-

mated Planning and Scheduling system here. Various

other planning tools might be used to support dis-

tributed sequence generation or automated planning

and scheduling such as automated path planning or
automated computation of planetary ephemeris data.

A new automated path planning system, described in

Section 5, was used for path planning. The SPICE

planetary ephemeris system [2] was used to automat-

ically compute the angle to the sun from the rover

position.

The Sequence Finalization system would be respon-

sible for taking the sequence generated by the dis-
tributed operations team and outputting the final,

valid, command sequence which is uplinked to the
row.'r for execution. This role was performed in the

Pathfinder Sojourner rover mission by the engineering

team using the Rover Control Workstation [3]. In the

syst(.'m described m this paper, the sequence gener-
at,+'d via the WITS-ASPEN svstetn wa.s valid onough

to send directly to the rover for execution.
The vari<ms software modules could run on (lifter-
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accessed front arty computer on the Internet). The
D;ttab;L'_+r was stored ill flat fihts in a structured direc-

tory hierarchy of a file system. The ASPEN system,

path planner, and SPICE systems all ran as active
serw,r systems. The WITS client accessed Database

data as URL calls through a web server on a Sun Unix

computer or via CGI programs which read or wrote
data in the Database. The WITS client communicated

with the ASPEN, path planner, and SPICE server sys-

tems via CGI programs which acted as clients to the

server programs. An Uplink server program took the
final command sequence from WITS via a CGI pro-

gram and sent it to the rover for execution.

3 Distributed Operations

The Web Interface for Telescience (WITS) [4] is
an Internet-based tool that enables scientists to col-

laboratively participate in planetary lander and rover
missions from their home institutions. WITS enables

the viewing of downlinked images and results in var-

ious ways. terrain feature measurement and annota-

tion, and planning of daily mission activities. WITS

is written in the Java language and is accessible by

mission scientists and the general public via a com-
mercial web browser. The public can use WITS to

plan and simulate their own rover missions. WITS
was used in the 1997 Mars Pathfinder mission for pub-

lic outreach and limited science operations and will

be a nonfinal science operations tool in the 1998 lan-
der and 2001 and 2003 lander-rover missions to Mars.

Information on WITS can be found on the Internet

(http://robotics.jpl.nasa.gov/tasks/wits/).

Various view windows in WITS permit looking at

the images and data in different ways. Planning and
meiL_nrement can be done in all views, with all in-

puts displayed in all views. The Descent View has

an orbital image or an image taken by the spacecraft

(luring descent to the surface. The Panorama View
shows an overhead view of the area around the lander

or rover in various ways, e.g., color coded elevation

map or texture map. The .Mosaic View is a mosaic of

the actual panorama images. For the Pathfinder mis-

sion, the paraoramic images were taken by a camera

c)n the lander, ,as will Iw the ca.se fi_r the 1998 lander
tnission. For tilt, rover tnissions, tt_e panoramic im-

ages will also be taken from a rna.st on the rover. The

('h_s,'-ttl, k+icw pr(,vi,l,.s viowitL_, ,d illl,tg,,'s t;tkett l>y the

Ititvig;Ititm c;tttlpl;Is r_tl Ih+' t,,v,.t l'lw :_l) View pro-
vi_h's 3I) s,,li<l-rtl_)<h,I visu;tliz;,t i_,n atul sitnul;ttiqm, and

vi.,¢ing frl _ttl <lif[or_,llt <lit'p('t i,,tts. Th<' itm'r <';_+tlspecify

S(:i(,lWlt targc'ts and v,'itylJtJilll._ ill ILIIV view. Activities

to be performed at a target or wayp()int are specified

by opening a T+tsk window. A+-cps._ t_, the tnissi(m sys-

tem is controlled through the use ()f user Iogins and

pmsswords.

Distributed coltab<)ratitm is achi(w(r(l in WITS via

sharing a common server-located database. A user can

save inputs Stlch as science tar_+_ts and science activi-

ties to the common databa.se by pressing a save icon.

All users can see the current shared data by press-

ing the load icon. All users share a common sequence

which is collaboratively generated.

4 Automated Planning and Scheduling

The Automated Scheduling and Planning ENvi-

ronment (ASPEN) [5] is an automated planning and

scheduling tool developed using Artificial Intelligence
techniques and algorithms. ASPEN generates a se-

quence which is an ordered list of activities. A model

of the system to be scheduled is first generated which

describes the possible set of activities, the constraints

between those activities, and the resources required

for each activity. ASPEN can be used in both an in-

teractive mode where a user inputs and modifies ac-

tivity requests directly, or in a batch mode where a

sequence is automatically input, e.g., from WITS as

used in this paper, and the sequence is automatically
modified to meet modeled resource constraints. AS-

PEN uses a client/server design where the server con-

tains the schedule data and algorithms, and clients,

such as the ASPEN Graphical User Interface (GUI),
can send schedule modifications or request informa-

tion. The GUI displays the activities, their loca-
tion in time, and the resources and states affected by

the activities. Conflicts are displayed when any of

the constraints are violated. The GUI also provides

an interface for manually editing the schedule when
used tn an interactive mode. More information on

ASPEN can be found on the Interne( (http://www-

aig.j pl .na.sa.gov/planning/aspen / ).

Several algorithms have been implemented for gen-

erating initial schedules from the requests, and repair-

ing existing schedules with conflicts. These algorithms

are generic and can be used on any given model. The
most contmonly used alg+)rithtll ira ASPEN is based

on a technique calh'd [terative repair [5, 6, 7]. With

iterative repair, the scheduler determines the conflicts
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The initial sequence which ASPEN receives from
WITS usually contains conflicts since tim specified re-

quests from WITS may be incomplete e.g., missing

activities, too many activities, or no designated start
times. For example, the initial sequence in Figure 4(a)

has only one go_to_loca_;i.on activity which changes

the location state variable to a value that represents
the coordinates of the rover. Because the science re-

quests have constraints for different values of the loca-
tion state variable, conflicts are immediately detected.

To resolve these conflicts, new go_to.3.ocation activi-
ties are created with l_he appropriate parameter values.

This repair algorithm is implemented at a level inde-

pendent of the model. ASPEN computes the set of

confficts, and based on the type of conflict chosen for

repair, it computes the set of possible modifications

that might resolve the conflict. In the example above,

the conflict is on a state variable (location), so ASPEN

looks for an activity type, go_to_location, that can

change the value of the state variable.

5 Automated Path Planning

The automated path planner system consists of

an obstacle map generation system,and a path plan-

ner [8]. The obstacle map was generated when the
panorama data was provided. The obstacle map was

then subsequently used by the path planner. Obsta-

cles were determined via segmentation of objects in

the scene and morphological image operations were
used to correct for errors in obstacle outlines and re-

move noise originating from the position data. This

will be extended in the next year to include the use

of range maps in generating the obstacle map. The

path planner utilizes a modified A" search algorithm

to search through the obstacle map from the initial

to final point. The following refinement stage elimi-

nates extraneous via-points, resulting in very similar

paths to the more computationally expensive A" algo-

rithm. The resulting path is a piecewise linear path of

via-points between waypoints. Waypoints are points

which the rover must traverse througtl, e.g., locations

where rover activities will be performed. The way-

points might be specified by a user or by the auto-
mated scheduler.

I:iglnr_,s 2 ml,I 3 _h,,w i,.s_tlf . ,lisl)lay_'cl in tlw WITS

N[_)sai( Vii,w, ,bf th4. ,t_t,,lll:,r,.,[ l_tlh i,l:mm.r qsing

l_am)r;un:l inmg_.s fi,,n the' .ll)I, Nlarsyard. "FIw circle

icons are s('icn(:t' targets wh_,r,, sci(,nce activities will

It,' I),wfi>rna,,[. l'l,' S,luat,' i,,,,s arc w_Lvt),fi_,ls which

the. Hs(.r has Sl)_'cifi_r_l wr,rc the, rover IllltSt traverse to

bofi)r_, h_.ginning the selene,, activities. The' visualized
paths are not smooth due to inaccuracies in tlm cam-

era models at the boundaries of neighboring images

(the camera models are used to project the 3D path
points into the image plane for display in the Mosaic

View). The crosses along the path in Figure 3 are

the via-points which the path planner automatically

generated to specify a collision-free path.

6 Automated Scheduling Demonstra-
tion

Results from a demonstration of the automated

scheduling with distributed operations is shown in Fig-
ures 4(a), 4(b), and 5. WITS was used to visualize

the terrain around the rover, generate the initial sci-

ence targets and activities, and to send the final se-

quence to the Rocky7 rover. ASPEN utilized auto-
mated resource analysis, planning, and scheduling to

take the initial sequence from WITS and generate a

more complete and valid final sequence which was re-

turned to WITS. The Rocky7 research rover has been

developed at JPL by the Long Range Science Rover

task [1] of the NASA Telerobotics program. The rover
was placed in the JPL Marsyard and a set of panorama

images was taken by the 1.5 meter tall deployable mast
on the rover. These images are shown in the Mosaic

Views of Figures 4(a) and 4(b).

The WITS user selected a dig target location (L2)

to the West and used the Task Window to specify a

dig activity there and set the priority for the dig to

priority level 1. Then the user selected a spectrometer

read target (L3) to the South and used the Task Win-
dow to specify the spectrometer read activity and left

the priority level at the default level 3. Then the user
specified another dig target (L4) to the East and used

the Target Task Window to specify the dig activity

there with the defm,tt priority level 3. Finally. the op-

erator selected a science image target (LS) on a rock to
the North-East aml used the Task Window to specify a

science image task (image_nav_t _.me) to be performed
there, and left the priority for tim activity at the de-

fault level 3. Using the activity pop-up window, the

,_porat()r specified that fitll-ilhLmir_ation of the target
was desired when taking the image and the desired lo-

cal tinw fi3r taking the image wa.s automatically corn-



Figure2: PathBeforePathPlanning

Figure3: PathAfterPathPlanning

putedandinsertedin thecommand.TheWITSclient
calledaCGIprogramattheservercomputerto access
theSPICEsystemto compute tile ephemeris data to

determine the angle to the sun from the target loca-

tion for various possible times. Figure 4(a) shows ttw

Panorama and .Mosaic views in WITS aft,.r t}l,' _,l)-

erator specified the specrr()m_'t('r read. two _[igs. and

science image activitie._.

The sequence that was .gq.n_rta_c_[ ' ""' ....
below in Terse format.

go_to_location(rover, anytime, [_

dig(L2, anytime, 13_
spectrometer_read(L3, anTttme, 14)

dig(L4, anytime, 15)

image_nay_time(L5, 1998-092/I0:15:00.000,

16,full,now,60)

The ()[)erat_)r t}l(,n sent the sequence to ASPEN

by pressing the Scheduler button in the WITS Se-

(tu,:nc,, win,h,w. WITS sent the sequence to ASPEN

m spac,wrnft a('tivitv sequence (SASF) format [9].

SASF is a stan(tanl spacecraft sequencing format, with

vi,.w,,,I F,v Th,, ,,p,'rar,*r. ASPEN received the sequence

t'r,,m \\'[T_ aml pmfi,rmed planning, resource analy-

si>. ;m_[ c<mstraints ,'h,,cking to generate a new se-
,lll(.II('(' (,, ;I.t'}li_'_,'l ' [}1,' ".('iq'II('(' goals within operations

C_,l_>trahtt_. ['h,' new sequence had the science im-

ag,, task tirst el,I,' h_ its time of execution constraint,
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Figure 5:Rocky7 Rover Performing Dig Activity

one of the digs was removed due to overall execution

time constraint, and a dump was inserted after the dig

due to mission rules• Also, traverse (go_to_location)
commands and face location (face_location) activi-

ties were inserted to position the rover at the activity

locations. Straight line paths were used due to the

lack of obstacles in the demo area. This new sequence

was sent back to WITS in SASF format, and is shown
below in Terse format.

go_to_location(rover, 1998-092/08:30:00, 1)

go_to_location(L6, 1998-092/08:51:30, 6)

face_location(LT, 1998-092/09:51:30, 7)

image_nay_time(L5, 1998-092/I0:15:00,

5,full,now,60)

go_to_location(L8, 1998-092/I0:59:00, 8)

face_location(Lg, [998-092/Ii:59:00, 9)

dig(L4, 1998-092/12:13:45, 4)

dump(L4, 1998-092/12:23:45, I0)

go_to_location(LlO, 1998-092/12:54:00, II)

face_location(Lll, 1998-092/13:54:00, 12)

spectrometer_read(L3, 1998-092/14:08:50, 3)

Figure 4(b) shows the Panorama and Mosaic views
m WITS visualizing the updated sequence after re-

ceiving it from ASPEN.

The sequence that was returned from ASPEN to

WITS was expanded into Command format and sent

fi_r execution on the Rocky7 rover. The Rocky7 rover

performing the dig activity is shown in Figure 5.

The ASPEN system was used in this demonstra-

tion in batch mode where it worked autonomously to

generate an updated valid sequence. The ASPEN tool

could also have been used mteractively by an operator

t_ d_ fltrthcr interm'tiv,, scheduling before providing

tin, updattl,,l Se_ll/,,nct, u_ WITS. Tt,' ASPEN graphi-

cal user itm,rf;u',, fi,r this l),Ul),,>, ' is sl,owu in ["igur,, t3.

.kl._o, .\SI'EN couhl hlt,.'l, l,.ll,_llc,l l,v,_,urc4. ,tnatlysis
results t.o the WITS operator.

7 Conclusions

The integrati,m of automated planning and

scheduling and automated t)ath planning with a dis-

tributed operations syst(,.m, a._ represented by the in-

tegrated system described in this pap(,r, has the. po-

tential to greatly in('rea.se the capabilities of planetary

rover mission operations. Internet-based distributed

operations will enable a large science team to fully par-

ticipate in daily mission operations from their home

institutions. Automated planning and scheduling will
enable the distributed science team to rapidly perform

trade-offs while generating their mission activity se-

quences and allow them to have confidence that the

sequence that they provide to the uplink engineering
team is achievable. Automated path planning enables

the automated scheduling system to determine tra-

verse costs between science target locations.

The system described in this paper is the first dis-

tributed operations system for planetary rover oper-

ations utilizing automated planning and scheduling
and automated path planning. While the system rep-

resents the functionality desired for future planetary

rover operations, each component of the system will
still need to evolve to provide the complete capabili-

ties, with the necessary robustness, to enable the sys-

tem to be used in the next Mars rover missions. Spe-

cific enhancements which are currently being devel-

oped include the following. The WITS system will in-

tegrate more Internet security features as well as en-

hance its distributed collaboration capabilities. The

ASPEN system will utilize more complete activity

models. The obstacle map that the path planner uses

will be generated utilizing range information as well

as image intensity information, and the path planner

will generate paths for different risk levels, e.g., low,
medium, and high risk paths• The operations team
will then be able to also do trade-offs which include

risk levels.
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Figure 6: ASPEN GUI for Interactive Scheduling

References

[1] S. Hayati. 12. Volpe, P. Backes, J. Balaram, R. Welch.

t2 Ivlev. G Tharp. 5 Peters. T Ohm. and R. Pe-

tras. The 12.ockv7 rmer: A Mars sciencecraft proto-

type. In Proceedmga IEEE b_ternatzonal Conference

on Robotics and Automation, pages 2458-2464, Albu-

querque, New Mexico. April 1997.

[21 Charles H. Actml. lr .-\neillarv data services of

NASA's navigation amt ancillary information facility.

[>(,_1_ct,._ ,L.,i _p.','_ 5, :_ m:,:, 44t i):65-70, 1996.

[31 B Cow, per. Driving im th,, _urface,ff Mars using th,,

r,wer cmltr_l workstata_tt [n Spac,_)ps98 Confer',>n,,.

T, Jkyo, .l,tpiui, ,little I99,q

[4] Paul G. Backes. [,2;un 5 ['_o, ;tntl (;,_'g_>ry K That I,

.Mar> Pathfimh,r mis...,u [;,t,,rm'_-I.u., ,l ,q. [,tL.,ii:, ll...-

ing WITS, |n Prm:erdmgs [EEE [nternatzonal Con-

/ereru'e oft Rohot_¢'s ,,_t,t .4utom,it_,m. palU's 284 291,

Leuven, Belgium, *lay L998

{._] .'It Fllkilll_ll_a, (-i R;ltlidt,,ill S C'hlt,li, ;iiid D Yah T,,-

t-I,,tll[_, ,t[l ,tilplll,tlllll I [l,[lilt't, li'l/IK iiJl" ,ill[IJllIttfl'll [ll,tli-

1illl_ ;till[ 'q'he<litlinR lit ["rocvu¢[tr_.q,; [[7El_, rJvro',p¢l+'r

( '<,,_'Lfe"l't'_'_+t' ll,t{l,>, 37; :l,";i;, _lill;Vlli,L_ ('<d<,r;td<, 1!197

[6] M. Zweben, B. Daun. E Davis. and M DeaD. Intelli-

gent. SchedTdin 9. chapter Scheduling and 12escheduling

with Iterative 12epair, pages 241-255. Morgan Kauf-

mann. 1994.

[7J S. Minton, M..Johnston, A. Phllips. and p Lair,t. Min-

imizing conflict.. A heuristic repair nl,-hod for con-

straint satisfaction and scheduling problems. Artificial

Intelligence. 58:161-20,5. 1998

[8] Magnus Snorrason. Jeff Norris, and Paul Backes. Vi-

sion based obstacle detection and par}: planning for

planetary rovers In SPIE [r_t: " ":,atzonal 5"qrrzprrs'tum on

Aerospace/Def,'n.,," 5,ensmg. 5!m,dat,on and Controls,

¢}rl;tn,l,_. FI.ri,la. _.iJrll 199!1

"(l' \k" [.i)HliJ;il',{ 5[,,/t'olr;tft a, ri'.:" ,, u-n,'e tih,. Tech-

nic;il i_i'[)_>l'f 11'[. S,fftware [nr,,rt'm,, St..cification

M,.hll,' _>;It( i( '- [-Sb:()-AN'I'-.q.kSF l, _OVl>llltl (}6, .let.

l'r_qJIll>i_,n l.,tt,,,rat_>rv. 1_!)7


